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Abstract: This paper documents the development of a cycle-free signal-timing model for
minimizing delays using Genetic Algorithm. The model was embodied using MATLAB, the
language of technical computing. A special feature of this model is its ability to manage
delays of turning movements on the cycle basis. The model produces a cycle-free based signal
timing(cycles and green times) for each intersection to minimize delays of turning movements
on the cycle basis. Concurrently, appropriate offsets could be accomplished by applying
cycle-free based signal timings for respective intersections. The model was applied to an
example network that consists of four intersections. The result shows that the model produces
superior signal timings to the existing signal timing model in terms of managing delays of
turning movements.
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1. INTRODUCTION

The area of developing efficient and effective real-time traffic control systems might be one
of the leading areas of the traffic control fields. State-of-the-art concepts of traffic-responsive
control in urban streets network consist of the three generations of the Urban Traffic Control
System (UTCS).

First-generation control uses prestored signal timing plans developed off-line and based on
historical traffic data. The signal timing plan can be mainly selected on the basis of
time-of-day, or by matching a signal timing pattern that is fitted to recently measured traffic
conditions. A network threshold value that incorporates traffic volumes and occupancies can
be used for the matching criterion. In the traffic-responsive mode, the allocation of green time
(split) can be slightly adjusted based on fluctuations in local traffic demand.

As an alternative to the off-line signal timing plans, Second-generation control was developed

as an online model that computes and implements signal timing plans in a cycle-by-cycle
basis. The signal timings could be changed at 5- to 10-min intervals based on surveillance
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data gathered from vehicle detectors and predicted traffic volumes(l). Second-generation
control has the capability for dynamically decomposing the network into subnetworks that
consist of 1 to 10 intersections on the basis of traffic conditions. Each subnetwork contains
one critical intersection, and optimal sjgnal timings for the subnetwork are computed based on
the traffic conditions of the critical intersection.

The Third-generation control strategy is developed to control traffic flows in a real time
basis(2-6). The overall objective of Third-generation control is to provide the utmost in
control responsiveness and flexibility. To accomplish this goal, Third-generation control was
designed to allow the signal control variables such as cycle length, green time, and offset to
change continuously in response to real-time measurements of traffic variables. It means that
" cycle length, green time, and offset of an intersection are permitted to vary both specially and
temporally to provide progressive movement of traffic and to minimize system disutility.
Third-generation control strategy was implemented at Washington DC. in 1974, however,
numerous problems associated with maintenance and transition-related deficiencies forced to

not continue the research.

The purpose of this study is to setup a signal optimization procedure using genetic algorithm
and to develop a cycle free signal-timing model based on Third-generation control concept.

2. NOTATION
The notation of variables in this paper are defined as follows:

& :  the number of turning movement, NEMA type( | <=k <=8)

i :  the number of ntersection(] <=,<=4)

n : the number of cycle (integer)

g'(n) : green time of movement & (sec, intersection ;. »-th cycle)

‘s(n)  the time of saturated ‘departure flow pattern (movement & . intersection i, n-th cycle)
c(n :cycle length (sec. intersection i, »-th cycle)
7! (n) : saturated departure rate of upstream movement #2 (input of movement & at intersection 1 ):

" T*(n : average departure rate of upstream movement #2 (nput of movement & at intersection )

L' (n) - saturated departure rate of upstream movement #7 (input of movement  at intersection ;)
L*,(n) : average departure rate of upstream movement #2 (input of movement & at intersection ;)
R¥ () : average departure rate of upstream right turn movements (input of movement & at intersection ;)
ok : initial queue length of movement & at the beginning of ¢ycle
0': queue length of movement & at the start of green time.
0:: queue length of movement & atthe end of green time.
7D;:  traffic demand for movement & at the end of green time.
7p* :  traffic demand for movement &  at the start of green time.

x*7  degree of saturation (movement & . intersection /) x¥ =(1;/¢)=(1r/s) Xg/C(m)
y*: turning volume (movement &, intersection ;)
D*. average delay (movement & . mtersection :)

Test network consists of four intersections: two external intersections and two internal intersections.
Arrival rates of external movements are assumed to be constant (uniform arrival) and platoon dispersion
is not considered in this research. Phase sequence is assumed to be Lead-Lead pattem. The
configurations of the test network and phase sequence are shown as figures 1 and 2.

Journal of the Eastern Asia Society for Transportation Studies, Vol.4, No.2, October, 2001



187
Development of a Cycle-Free Based, Coordinated Dynamic Signal-Timing Model for
Minimizing Delays

< Q) "
N NP I N
int. 1 int. 2 int. 3 int. 4 4—’—» <—‘—-> «——> «——

L1 [F=
T T T Py

outbound
> Y

§ ? i

- > |——>
g (n) g'(n) g (n) g'(n)
g(n) time
<Figure 1> Configuration of Test network <Figure 2> Phase Sequence (Lead-Lead pattern)

3. ALGORITHM DESCRIPTION
3.1 Traffic Flows

The proposed model simulates traffic flow macroscopically. The green time is divided into two time
increments of variable duration: (1) the time for saturation departure patter (queue dissipation time) and
(2) the time for average flow patten. Each time of flow patter is identified by its start and end times.
There are two traffic flow pattems: the IN and OUT pattems.

The IN pattem is the arrival pattem, including the arrivals at the stop line if traffic is not impeded by the
downstream signal. It is assumed that the IN pattemn for extemnal (network input) links or mid-block input
flows is always a uniform distribution. For internal links, the IN pattem is assumed not to be affected by
the platoon dispersion.

The OUT pattern is the flow pattern that would leave the stop line if there are enough traffic to saturate
the green (see figure 3). After the queue dissipates, it is equal to the IN pattem for the duration of the
effective green. To determine the OUT pattern, the queue at the start of the green time must first be
determined.

Figure 3 demonstrates flow pattems of this research. The arrival pattemns of an intersection are equal to
the departure patterns of the upstream intersection. The time of saturation departure patterns of the
intersection, queue dissipation time, is calculated by adding the number of vehicles arrived at the
intersection during the time of saturation departure patterns to the number of queued vehicles at the start
of the green time. The shadowed area of the IN pattern is equal to the shadowed area of the OUT pattermn
in Figure 3. ‘
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<Figure 3> Concept of Arrival and Departure Flow Patterns

3.2 Objective Functions-for Minimizing Delays

The primary measurement of effectiveness of the model is average delay. The HCM delay function was
applied in this research. Delay is composed of a uniform element, a random element, and the delay due
to oversaturation The uniform delay is calculated by averaging the queue length over the cycle. Random
and saturation delay is not considered in the model. In the dynamic signal timing process, the delay
experienced by the vehicle arriving at the intersection during the red time should be considered. Thus,
total delay is computed as follows:

TR AR SRR R 2 S sk s S e e e S O e (03]

where, d.=038%Cx—Strc)_ , uniform delay
1-(g /C)x X

DF =10
D = the delay experiericed by the vehicle arriving at the intersection during the red time

D, =((:n-Dx[g n-1+ & (1-D+g ) + (&, +4 +2)x[g =D+ g n-n+ g0} < DYV
zd¥, dﬁidh

=V SV

d=

- - traffic volume for movement : .
d, : average delay for intersection i .

Usually the major traffic flows determine the purpose of the signal system. On a two-way. arterial
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network such as the test network, the movements to be progressed should be considered in the signal
system. In the research, three objective functions were setup considering the movements to be
progressed; inbound, outbound, and both movements to be progressed. The objective functions are as
follows:

(1) Objective function for balanced movements

e SOV AD IR BOY o SE  f T )
LS (I' Lyt +V"+V‘)

(2) Objective function for inbound movements

g U N - PRItk S We o Ny 3)
(3) Objective function for outbound movements
et e S @

where, FV : objective function
D*: average delay for movement &
v*: traffic volume for movement

3.3 Mathematical Representation of the Algorithm

The mathematical representation of the cycle-free optimization algorithm is as follows:

Find ¢, ¢,
Min Z4z(P) ~ eeeeeeccccccaaaa. SESSEsesen s e s n e s e e e e R e e (5)
8 .
zof
Min F'Vd=k;—’ ---------------------------------------------------- (6)
vt
=
. [ V+D v 4D 1" 4D e i T S SER e B
s V' +risr+17) @
o SR N R S it ®)
R k. e e N e o LS ©
subject to
G,+G,=G,+G,. fori=1.. N
G.+G,=G.+G,. for1:1.. N
G, «C: genin. N
G 2MG, for 1 1 N oand for 5 -1 NG

Min CsCs<sMaxC (i .C20 and integer

3.4 Delay Calculation for External Movements

In this section, the calculation process of average delay for external movements is demonstrated. For
instance, average delay for external movements (movement #2, intersection #1) is estimated based on
the number of queued vehicles at the beginning of the cycle, Q {int}"2 (n) , and the arrival flow rate,
lambda . Traffic demand for external movement # 2 is estimated by adding arrival demand in current
cycle to the queued vehicles at the beginning of the cycle. Thus, average delay for external movement #
2 is calculated as follows:
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TDI::. =Qli“(n)+ l{g:(n)—o-gf(n)}

=Qé(n-l)u{g?(n-n+g,‘<n—1)}+A{g,‘(n)+g,3(n)} -------------------------------- (10)
Cin=g (MN+g-m+g (M+g'(n) -~ Sessssssscmcmesscmoemaanmmnonomoosme s e Sa 1n
XE= VIS (g IC (M)~ mm=m----ees=scsonmemmmeee bogmred ot fofdREESYERme e (12)

D =(0.3xx('mn Lk U1

3
s(n=1)x =1 o s |
| i Dxl oD g D ]
ﬂi-“”"*‘.)x[g ‘"-|)+g,'(n—l)+g-(n)]’+2] . clstsyumm bmwodu 101 noiuma SVHagIe )

(0:(n=1)+ kg (n-1)+ g (n-D} P A'.lg,i(n)+g,:(n)jx(3600 Cim),
(SXE (.(")) (ng,: C,(n))

where. (X =

3.5 Delay Calculation for Mid-block Movements

Average delay for mid-block movements (movement #2, intersection #1) should be expressed by the
function of time. The arrival time of upstream feeding flows and green time of movement #2 are varied
depending on the signal timing plans. Figure 4 shows the arrival and departure patterns of mid-block
movement #2 at internal intersection. Because of uniform distribution of traffic flows, the arrival pattern
of an intersection is equal to the departure pattem of the upstream intersection. The traffic demand for

movement # 2 (area in figure 4) can be calculated by the following unit step function.
f(t)= Ri(n=Dxu(t=t))+T" (n=1)xu(t-t7)

+ {T.f("'”-r“'(”")}‘ u(l—1§)—T§(n—l)xu(l—l§) +L§(n—])x I((I—If)+kz(n—l)—[";(n_l)}’ “(’-’l:)
-L‘:‘(n—l)xu(r-ls )+ {Rﬁ(n)—Rf‘(n—l)}xu(r—!: )+T§(ﬂ)x u(l—r;" )+ k:(n- l)—T;(n)}x u(l—llk”)—Tj (n)
xu(l—1{"1)+Ll_(\.(n)xu(r‘!]l":)+kﬁ(n)—L§(n)}xu(l-l{(_}) —L"(n)xu(t—If‘)+T'(n)xu(1—1',)+{T:(n)—7"(n)}

x u(r—:l";)-r_f(n)xuu—1{‘,‘)+L’§(n)xu(r—r|";)+ {4 (n) - L (mx (e - 1) = Ly (my xa(e = 12) = Rin) xu(e =t (14)

thus f()=Fa %ua(t=r)  =====i--s—scrci=mesiccomm s mnssomSimss s SRS SgSnismtea s e (15)

where. if & <o.then «f =0G=11022

Time
T’(n_]) Inflow distribution
g Equally repeatition
.......
T i i e
Ln
I '
wrowerd] || | 000000 i T
= T o]
L) L B R
i}g](n) right-gurn
i 0
rl rl " ,J ’ ’l " ’k ’9 th tll ’IZ rl"‘ ’Inl ’|‘ ’Ib ’I' IIK ’]‘l
S
7
Outflow distribution

< Figure 4> Concepts of IN (arrival) and OUT (departure) Patterns
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When the green time of movement # 2 is from « to ¢ in figure 4, average delay for the movement
#2 can be estimated by following equations.

Di=d xDF‘=di+D; === eecmemmeiceeeeaae (16)
(1-g- ) 2 : ) e 2
D 038x(C (n)xm}+([Qi(n~l)x (g (n=D+g (n=1)+g (M) +[(Ay x (1, =17) +2)x (1" 1)
£ nj)x
HA, (1, =15 ) + 2x (=) + (A (1, —1]) +2)x(L; =1},) +(A'._'x(!:A-II_\)' =2)x(1: ";4)+/'~M(’;,'I§)‘+2)l) v -~--(17)

" where, f(n = traffic demand

ok = Q;(n—l)'ﬁ:, " f.(ndr .number of queued vehicles at the beginning of green time

[Q__,(n—l)ﬁl; " Lnd+(JF /_(1)dr)]x[é6((:(;]
x:=——  degree of saturation, |x°=
S & $,x(g;Cm)
8 x(=2L
C(n)
3600
v =i+ o+ rom) [C( )]

3.6 Coding and Decoding Process in Genetic Algorithm

Genetic Algorithms have considerable advantages when applying it to the signal optimization process. In
Genetic Algorithm encoding is carried out using binary strings. One of the most complex problem for
applying Genetic Algorithms to the constrained optimization is how to handle constraints. Genetic
operators used to manipulate the chromosomes often yields infeasible offspring. Several techniques have
been applied to handle signal constraints with Genetic Algorithms. In this study, a fraction-based
decoding scheme is applied to handle the signal timing constraints. F igure 5 illustrates the fraction-based
decoding scheme.

Minimun Cycle C=MinC+(MaxC-MinC)*f1
o0 MinC C MaxC
Main Street phase time = C*f2 Cross street = C*(1-12)
g1 22 g3 g4

MP1; 3 (1-13) MP2 MP3| 15 (1-15) | MP4
MPS f4 r (1-f4) MP6 MP7{ g6 (1-f6) i MP8

s 26 g7 28

Where, MPi=minimum phase time, gi=phase time, and fi=fraction value

<Figure 5> A fraction-based decoding scheme
(source. Park B K. “Development of Genetic Algorithm-Based Signal Optimization Program tor Oversaturated
Intersection”. Texas A&NI University. 199X )
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4. DESIGN OF EXPERIMENT

4.1 Test network

The proposed model was tested on a arterial network consists of 4 intersections. The traffic conditions

are as follows:

* number of lanes: right-tum, through, and left-turn lanes
* phase sequence: Lead-Lead sequences, dual ring NEMA types
* minimum cycle length 70-sec. maximum cycle length 160 sec.
* minimum green - main stream (East<>West) through movements: 25 sec.
- cross street through movements and left-tuming movements: 15 sec
* initial number of queues: 5 vehicles for each external movement
* saturation flow rate: 1,800vph
* link traversing speed: 36knvh (10my/sec)

* Yellow time: 3 sec.

¢ simulation time: 30 minutes
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<Figure 6> Turning Volumes and Network Geometrics
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4.2 Model Programming

The model was embodied using MATLAB, the language of technical computing. LP
produced the Initial signal timings for intersections in MATLAB library. Figure 7 shows the flow of the
cycle free signal timing approach within the MATLAB programming.

Main program
(saturation Flow rate .
simultion time, and
starting intersection. )

—

CFC.m
(Cycle free Traffic Control)

v v v

IP L.m IP 2.m IP3.m IP4.m
Input vechicle arriving] Input vechicle arriving Input vechicle arriving Input vechicle arriving]
rate and initial queue] Fate and initial queue] Fate and initial queue pate and initial queue]

ength at intersection 1) ength at intersection 2) ength at intersection 3) ength at intersection 4)

L l [

Sl.m, §2.m, S3.m, S4.m
(Calculate initial signal timing)

‘ Which C.m
(Which intersection shall we start?)

v y v

MG L.m MG 2m MG 3m
Caculate  the signal Caculate  the Caculate  the

—

MG 4m
Caculate  the signal

signal signal

iming of using genetic
algorithm at intersection|
1)

iming of using genetic|
klgorithm at intersection|
b

L

iming of using genetic
plgorithm at intersection

iming of using genetic|
plgorithm at intersection 4|

Simulation time

NO

> 30

STOP

<Figure 7> Flow chart of the Cycle-free signal timing model
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4.3 Measures of Effectiveness

The model provides various MOEs to represent traffic conditions in given control strategies. The
performance of the cycle-free signal timings was evaluated in movement-by-movement
comparisons. The methods for measuring model performance are (1) the number of queued
vehicles at the end of green time for each movement, and (2) the number of vehicles passing
through the intersection.

5. RESULTS

The performance of the cycle free signal timing produced by the proposed model was compared with (1)
Fixed signal timing performances with MATLAB program, (2) PASSER 11, and (3) TRANSYT-7F.

5.1 Comparison with fixed signal-timing plan

The fixed signal timing plan was produced by TRANSYT-7F. Figure 1 shows cycle lengths and green
times for intersections produced by TRANSYT-7F under same traffic conditions. The MOEs of the
proposed model was compared to those of the fixed signal-timing plan produced by the same MATLAB
program. ‘

Table 1> TOD Plans (Fixed signal timing plans)

vic=07 Vic=10
EB.mov't# | WB,movt# | NB.mov'ts | SB,mov'ts EB.movi# | WB.movi# | NB.movi# | SB.movit#
Int. # Int. #
LTS | TH 2| LT 1 {TH6 [ LT3 | TH8 | LT.7 | TH.4 LS {TH2 | LTy {TH 6 | LT3 | TH8| LT, 7 | TH.4

Int1 2 65 21 65 37 37 37 37 mt | 2 74 22 74 k7] 32 32 3

Int2 17 )| 17 51 26 26 26 2 mt2 2 6% n 68 35 35 38 35

m3 | 17 | sef 17| st 26| 26| 26| 26 m3 | 2| e | 2| 68 | 35| 3|3 35

Int4 17 51 17 51 26 26 26 26 ntd 2 68 2 68 35 35 35 35

5.1.1 Variable cycle lengths and green times of the proposed model

Figure 8 shows the cycle length variations of intersections on the cycle basis under normal (v/c=0.7) and
oversaturated (v/c=1.0) traffic conditions. The proposed model produces variable cycle lengths and
green times for intersections. In general, the cycle lengths of the proposed model were longer than the
fixed cycle lengths produced by TRANSYT-7F. Variable cycle length results variable offsets among
intersections. The figure shows that the proposed model accomplishes the basic objective of the research,
producing cycle free signal timings on the cycle basis.
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5.1.2 Number of queues

Figure 9 shows the cumulative number of queues at the end of each green time for intersections. The
numbers of queues are increasing for both cases, but the increasing rates of the proposed model are
smaller than those of the fixed signal timing plans on both conditions. It indicates that cycle free signal
timings could be more beneficial to manage the number of queues length the fixed signal timing plans.
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5.1.3 Throughputs

167

Figure 10 shows the cumulative number of throughput for intersections. On normal condition, the
proposed model allows slightly more vehicles passing through the test network, but the cumulative

numbers of throughputs are almost same for both cases. It means that most of vehicles can passing
through the network under normal conditions. On oversaturated conditions, the proposed model allows
more throughput than the fixed signal timing. It shows that the cycle free signal timing is superior to the

fixed signal timing to manage oversaturated traffic flows of intersections.
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5.1.4 Summary-.

Queue lengths and throughputs produced by the cycle free signal timing and the fixed signal timing are
summarized in table 2. The result shows that

(1) the proposed model accomplishes the basic objective of the research, producing cycle free signal
timings on the cycle basis.

(2) On Normal conditions, Even though most of vehicles can pass through the network, cycle free signal
timings could be more beneficial to manage traffic flows in the viewpoint of managing queue
lengths.

(3) On oversaturated conditions, the cycle free signal timing is superior to the fixed signal timing to
manage saturated traffic flows of intersections

<Table 2> Summary of Model Performances

(a) normal condition (V/C =0.7) (b) oversaturated condition (V/C =1.0)
vic=0.1 Int]| int2| int3| intd| total VIC=10 ot Phawe2 | i3 Lims | ol
N del | 683 462 394 26 | 1765 ;
queue | ~eW mode : New model | 1568 | 943 | 1193 | 677 | 4381
length : queue <
Fixed Cycle | 1260| 695 | 610 | 268 | 2833 length
Fixed Cycle | 1681 | 1127 | 1327 | 651 | 4786
Newmodel | 1223 | 1384 | 1211} 1279 5097
Through
Throughpu
puts _ "~ | New-model | 1545 | 1362 | 1473 | 1776 | 6156
Fixed Cycle| 1169| 1192| 1027 1003 | 4391 s

5.2 Comparison with PASSER II and TRANSYT-7F

The performance of the cycle free signal timing produced by the proposed model was compared to
PASSER II and TRANSYT-7F. The direct comparison of MOEs produced by the proposed model to
those of PASSER II or TRANSYT-7F might be not sufficient for model evaluation because each model
has different objective functions and different modeling approaches. Nevertheless, the trend of MOEs
may be useful to evaluate the model performance.

Tables 3 and 4 summarized delays and queue lengths produced by the proposed model, PASSER II, and
TRANSYT-7F. The MOEs were estimated by respective simulation runs of three models under the
same geometric and traffic conditions explained in the experimental design section.

In the delay comparison, the proposed model and TRANSYT-7F produced similar levels of delays on
the normal condition (v/c=0.7). On the oversaturated condition, the cycle free signal timings produced
superior results (small delays) comparing to those of PASSER II or TRANSYT-7F. It shows that the
cycle free signg] timing could be a good signal control strategy under saturated conditions.

The average queue length analysis in figure 9 also represents similar results as delay comparison. The

proposed model produced better results (smaller queue lengths) than PASSER 11, especially under the
oversaturated conditions.
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<Table 3> comparison of delays (sec/veh)

b Newmodel | PASSER-I TRANSYT-7F
ve |t 280 1385 281
Y 284 13774 93
N E 275 3LIS 2.7

int 4 263 3212 285
VIC | imtl 602 12414 196.2

- [z | s 12395 1944

10 |3 563 29376 1955
int 4 5.1 29386 195.1

<Table 4> comparison of queue lengths

VIC=07 VIC=1.0

int. 1 int, 2 int. 3 int. 4 int.1 Int. 2 int, 3 int. 4
N[P|N[PIN|[P|N|[P|N|P|N[P|[N|P|N|P
11770 7]2]slo]s|olsr]o]|s7]|11|s2]1 52
2(32f10]1s|10f5]7[12] 7 [s0]262] 5 |26221 |98 4 |98
slofsfol3folsfol3l1]s|ols|2]s|z2]s
fow TS 172 7 172 6 | 6 | 9 | 6 |15 187 23 |187] 17| 62 | 20 | 62
::;: slafr[e]7]ols][o]s|sle|a]sr][o]sn2]0]=
6lofw{ofwfo]l7]0]7|0/22]2]26 4[]0 o
7lol3o|3fo]3o]3fo|s]|t]s|1|5|1]s
86 5|9 |slal6|9]6|23|8]24|818]62]/2a]062

6. CONCLUSIONS

The purpose of this study is to setup a signal optimization procedure using genetic algorithm
and to develop a cycle-free based, coordinated dynamic signal timing model for minimizing
delay based on Third-generation control concept. The performance of cycle-free signal
timings was evaluated in movement-by movement comparisons. The methods for measuring
model performance are the number of queued vehicles at the end of green time for each
movement, and the number of vehicles passing through the intersection. The result shows that
the cycle free signal timing is superior to the fixed signal timing to manage traffic flows of
intersections. '

This research was an initial attempt to develop a cycle-free based, coordinated dynamic signal timing
model. Further research is recommended to enhance the proposed model as follows:

(1) Field validation on a real network is necessary to confirm the benefits of the proposed model.
(2) An optimization algorithm for minimizing queue length is required to manage oversaturated

conditions.

The proposed model can produce signal control variables such as cycle length, green time,
and offset in a cycle-by-cycle basis. Thus the model can provide more effective control
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strategies for managing traffic flows on arterial networks. It is expected that the model
developed in this research will obtain wide acceptance. in conjunction with the signal control
systems in the traffic control field.
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