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Abstract: The main purpose of this paper is to explore a possible way of predicting link

travel times for congested highway networks by implementing a hybrid forecasting model

with geographic information systems (GIS) technologies. Upon reviewing various

forecasting methods that include historical profile approaches, time series models, neural

networks, nonparametric regression models, traffic simulation models, and dynamic traffrc

assignment (DTA) models, a nonparametric regression model with discrete wavelet

t-tfo.1n (DWT) techniques has been developed to reduce computation time and to

increase forecasting accgracy. GIS technologies have been utilized for storing, retrieving,

and displaying traffic data to assist in the forecasting procedures. A pilot historical database

has been de1 itoped using raw traffrc data coming from dual loop detectors installed and

managed by Koiea Highway Corporation (KHC). The developed hybrid model has been

tested using the pilot historical database, from which trafftc pattems have been delineated'

1. INTRODUCTION

Travel time forecasting has been recognized as one of the most critical elements of

intelligent transportation systems (ITS). For instance, trafftc management systems require

estimated future travel times so that traffrc control centers could avoid delayed controls by

making decisions before congestion problems occur. Traffrc information systems also

demand future travel times to disseminate timely traffrc information to commercial vehicle

operators and individual drivers. In fact, this noble idea is extremely cumbersome to

accomplish due to the complex nature of trafftc networks. Nevertheless, travel time

forecasting systems have been studied intensively because they have strong impacts on

various IT-S applications such as advanced traftic management systems (AIMS), advanced

traveler information systems (ATIS), and commercial vehicle operations (CVO) (Ben-

Akiva et al., 1995; Smith and Demetsky, 1997; Dougherty et al', 1993)'

In the field of ITS, many reserirchers have endeavored to develop reasonable and reliable

travel time forecasting models, including historical profile approaches, time series models,

neural networks, nonparamefic regression models, traffic simulation models, and dynamic
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tafrc assignment (DTA) models (Sen et al.,l99l; Ben-Akiva et al., 1995; Gilmore and

Abe, 1995; Peeta and Mahmassani, 1995; Ben-Akiva et al., 1994; Mahmassani et al., 1991;

Davis et al., 1990). From these experimental efforts, it has been recognized that future
tavel times are diffrcult to calculate using a single forecasting method. In this manner, it is
understood that a practical approach is to develop a hybrid forecasting model by combining
available models and technologies wherever possible.

2. FOI'NDATION OF A CORE FORECASTING ALGORITHM

ln order to develop a reliable forecasting model, it is useful to construct and utilize a

historical database. Moreover, a tavel time forecasting model should be able to manage

real-time traffic datq and should be easy to implement among traffic management centers

that are equipped with various types of computer systems. Furthermore, such a model
should be able to use as less amount of computer resource and computation time as

possible, and should be able to respond to traffrc incidents that usually cause rapid and

abrupt speed changes.

To select a core forecasting algorithm of a hybrid forecasting model, a generalized

comparison has been conducted, based on six evaluation categories: (l) Utilization of
Historical Database, (2) Capability of Online Data Use, (3) Transferability of Forecasting

Algorithm, (4) Effectiveness of Forecasting Algorithm, (5) Accuracy of Forecasting

Algorithm, and (6) Capability of Forecasting with Traffrc Incidents.

(l) Utilization of Historical Database: Historical profile approaches, nonparametric

regression models, and time series models utilize historical databases relatively well.

For instance, historical profile approaches compute historical averages of traffrc data

using historical databases. Nonparametric regression models search similar conditions

in historical databases that occurred in the past. Time series models can perform

autoregression (AR) and moving average (MA) analyses using time series data stored

in historical databases.

(2) Capability of Online Data (Jse: A travel time forecasting model should be able to
promptly produce outputs using real time data. In general, historical profile approaches

are a static model that does not consider real time data. Time series models should

persistently accomplish complicated parameter estimations, and neural networks have

to learn input patterns continuously. Moreover, DTA models require complex dynamic

origin-destination (O-D) estimations whenever input data are changed. Therefore, time

series models, neural networks, and DTA models are diffrcult to utilize real time data

with currently available computing technologies. On the other hand, nonparametric

regression models, which are based on pattern recognition techniques that search

similar conditions occurred in the past, do not require any assumption, and thus they

can effectively utilize real time data. However, nonpzuametric regression models need

a well-designed search algorithm for large size historical databases to reduce

computing time.

(3) Transferability of Forecasting Algorithm: A forecasting model needs to be adopted

easily among traffic management and information centers that are equipped with
various types of computer systems. It is economical that a forecasting model is readily

Journal of the Eastern Asia Society for Tiansportation Studies, Vol.3, No.5 September, 1 999



Implementing a Travel Time Forecasting Model Using Traffic Pattem Analyses with GIS

customized among these centers. DTA models, time series models, traffrc simulation

models, and neural networks usually require intensive calibration processes for

different road networks. On the other hand, historical profile approaches and

nonparametric regression models do not require any assumption, and thus they can be

applied with relatively simple calibration processes'

(4) Effectiveness of Forecasting Algorithm: compfiation time strongly affects the success
' ' 

oi a forecasting model divelopment. For instance, forecasting results should be

calculated at least within forecasting time horizon' Thus total computing time should

not be more than 15 minutes to perform a l5-minute forecasting. Moreover, it,is

always necessary to minimize the computing time so that the forecasted results can be

disseminated within traffrc management and information centers and to general public'

In real-time applications, high performance and parallel processing capable computer

systems *" ot"n considerJd ior neural networks that require continuous network

learning processes with real time data inputs, and for DTA models that repeatedly

calculaL dynamic O-D tables. ln traffrc simulation models, the computing time grows

quickly when road network sizes become larger. Nonparametric regression models

."quir" relatively simple calculations, but they have to optimize search processes to

minimize computing time (Smith and Demetsky, 1997)'

(5) Accuracy of Forecasting Algorithm: A forecasting algorithm should be able to produce

accurate outputs. ln geierai neural networks are relatively accurate when they learn

input nerworks suffrclently (Weigend and Gershenfeld, 1994). Nonetheless, computing

time in neural networt s gro*. iapidly when more accurate results are required, i'e''

more network leaming processes are required. Like neural networks, nonparametric

regression models haie showed relativily accurate foreglltine results while their

computing times are much shorter than neural networks' (Weigend and Gershenfeld'

1994).

(6'; Capability of Forecasting with Trafic Incidents: A forecasting model should be able to

deal with taffic incidenis. In this category none of existing models are satisfactory'

Historical profile approaches and time series models are very diffrcult to deal with

real-time traffrc aata with traffrc incidents. Nonparametric regression models' neural

networks, traffrc simulation models and DTA models need to be modified and

enhanced to deal with traffrc incidents'

Table 1 shows a generalized comparison of existing forecasting-models' Based on the

comparison, u nonpu*-rtric regression model has been selected as a core forecasting

algorithm in this stuJy. Nonprt*:F: .regression 
models provide relatively simple

foi""*ting mechanisms with reasonably high forecasting accuracy (Smith and Demetsky'

1997). However, in ora"r io i-plemenian effective nonparametric regression model with

limitedcomputerresources,itisnecessarytooptimizeitscomplexsealchelTltjj:lj
addition, a^ supplementary algorithm should be developed to make nonparametnc

regression models 
"up"ii" 

of a"ifing with traffic incidents, which could cause conventional

no-nparametri" ."gr"siio' models to generate inaccurate forecasting results.
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3. OBJECTIVES OFTHE STUDY

To implement a hybrid travel time forecasting model for congested highway networks,
multiple methodologies are adopted in this study, including nonparametric regression
models, wavelet transform techniques, and GIS for transportation (GIS-T). For a reliable
tavel time forecasting model, this study has focused on pursuing the following objectives:

. Designing and developing a historical database using GIS-T technologies and

traffrc data collected from dual loop detectors,
. Analyzing traffrc pattems using discrete wavelet transform (DWT) techniques,
. Developing a hybrid travel time forecasting model, which uses nonparametric

regression techniques as a core forecasting algorithm, and
. Simulating and evaluating the developed forecasting model.

4. DEVELOPING A HYBRID TRAVELTIME FORECASTING MODEL

In this study, a hybrid travel time forecasting model has been developed and tested using

nonparametric regression analyses after reviewing various types of existing travel time
forecasting models. GIS-T technologies have been adopted to integrate related models and

technologies and to construct a historical database using raw traffic data collected from
loop detectors. This historical database has been analyzed to delineate traffic pattems using
wavelet transform techniques by removing embedded noises. A nonparametric regression
model has been applied to forecast future traffrc conditions using de-noised traffic data. In
this manner, Figure I shows a schematic system framework with data flow for the
implementation of a hybrid travel time forecasting model.

Table 1. Comparison of Existing Forecasting Models
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Historical Profi le Approaches o x o o X X

Time Series Models o A X A A x
Neural Networks o A X X o A
Nonparametric Regression o o o A o A
Traffic Simulation A o A A A A
Dvnamic Trafflc Assionment Models A o X x A A
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Figure l. A Schematic System Framework with Data Flow

Particularly, GIS-T technologies have been utilized to construct a historical database as a

relational database ".il; t"; trafflc datq which collected from loop detectors' GIS-T

technologies play the i-i"rt-t roles in the development of hybrid forecasting model by

providing the following functions:

.Creatingandeditingtafficnetworkswiththetopologicaldatastructure,

. Assisting i, Uott m"*uging and visualizing historical and real-time traffrc data'

. Providing graphic user interfaces for user environments'

. supporting application development tools for the integration of forecasting

algorithms, and

. providing n.*ibt" spatial data analysis tools, using search and query functions.

For the implementation of the proposed hybrid forecasting model, traffrc data have been

collected from dual loop detectois that are managed by Korea Highway corporation

(KHC).These detectoir'.or", the total length of tt+.: k-, and transmit trafftc speed,

taffrc volume, and oc"upancy rate for every 30 seconds from a Korean highway'

4.1 The ScoPe of Prediction

Amongavarietyoftraffrcforecastingmodels,itisacknowledgedthatthemajorityof
existing models predict future travel tiires for a very short-term perio.d (typically within 15

minutes) to a short-te;l"tf"J t'n to 90 Tinutesj 6en-ekva et al'' 1995; Gilmore and

Abe, 1gg5; s-itn *i-o'"-"trky,'lgg7). when predictions occur every l5-minute, this

problem can be formally stated as follows:

Predict: X(t +15)

Given: X(t)
X(t -ts)

where,
X@:OxrentCondition
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4.2 TFeIIic Pattem Anelysis end Noise Reduction

In general, recrurent traffic pattems are existing on highway networks. However, these
tafftc pattems are diffrcult to delineate because they are influenced by various types of
traffic characteristics such as location, time, speed, road condition, weather, and so-forth.
Nevertheless, it is advantageous to identift embedded traffic patterns in a systematic way
despite of the complex and time-consuming process at the beginning of forecasting
procedures. In this study, DWT techniques are utilized to analyze traffrc patterns by
decomposing and de-noising raw traffrc data.

A wavelet tansform is a relatively new method to analyze various types of signals,
particularly, for data compressing and de-noising. Wavelet transform techniques have
originated from the work of Fourier, which is the well-known Fourier analysis, in the
nineteenth century although wavelet tansform techniques have been acknowledged as a
useful signal analysis tool during the late 1980s (Misiti, 1997; Kaiser, 1994). Basically,
wavelet transform analyses are capable of identifying various aspects of signal including
trends, breakdown points, and self-similarity. By using such effective capabilities, data de-
noising techniques without appreciable degradation are often applied in various fields such
as seismic tremors, human speech, medical images, financial data, and many other types of
time series signals that have to be effrciently analyzed.

S=Ar+Dt
sAo+Dr+Dt
rls+!3+!2+D1

S: Original Signal
A: Approximations (Moving Averages)
D: Detail (Moving Difierences)

Figure 2. Multiple-Level Decomposition Tree (Adapted from Misiti et a1.,1997)

In the DWT analysis, original signals are hierarchically decomposed, and it allows original
signals to be described in terms ofa coarse overall shape, plus details that range from broad
to narrow. This recursive averaging and differencing method is called a filter bank and it is
illustated in Figure 2. In order to understand wavelets better, the following example
demonstrates the simplest form of wavelets.

Suppose there is a signal (i.e., a vector) s = [ 9 7 3 5 ]. Averaging the elements together,
pairwise, the new lower resolution signal with values [ 8 4 ] are calculated. Because some
information has been lost in this averaging process, it is necessary to store some detail
coefficients that captures missing information so that the original signal S can be
reconstructed. ln this example, "1" can be chosen for the first detail coeffrcient because the
first average was 8 which is I less than 9 and I more tharr 7. This single number can be
used to recover the first two elements of the original four-element signal. Similarly, the
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seconddetailcoeffrcientis-lbecause4+(-l)=3and4--(-1 )::'Th*theoriginal
.fg"Jt has been decomposed into a lower resolution and a pair of detail coefiicients'

Repeating this process, the wavelet transform of the original signal becomes [ 6 2 I -1 ]

(Stollnitzetal.,1995).rn.ni'example,noinformationhasbeengainedorlost,butitis
possible to reconstruct the original sigrral inany level' More sigrrificantly' it is also possible

to apply this process io-a"-ioiti"g-the original sigrral by removing some of the detail

coeticilnts when ra* traffrc data (i'e', sigral) are decomposed'

Becausetraffrcconditionschangerapidlyastimegoesby.itispossibletoconsidertraffrc
data as a time series .igra-_Th" ttre owr analysis can be applied to analyze raw traffic

data. In fact, a histori"il dutub*" stores a vast arrlount of traffic data that contain various

types of noises. Therefore, it is profitable to r€move embedded noises from the historical

data for the enhancem"ni'or ror""u.ting results. Figure 3 shows an example for 4-level

DWT of vehicle speeds at the 30-second interval, 5-day speed data transmitted from a loop

detector located ut puncyo ror"r"t*ge..(yc). In this fto".tt, it is observed that high

frequency sigrrals *" *ou"d, but overall trends are remained. The upper graph shows the

de-noised traffrc data with the original data, and the middle and the lower graphs show all

+-t"u"t approximations and details of original data' respectively'
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Figure 3. Noise Reduction usins 4-level Discrete y1:f::11ffl1'-Y:.:::,'-second
mt"*"f Speed Data (From Detector No' KDV0I I 3 I of the sample Data)

Traffrc patrems have been initially analyzg{ by loop detector's installed locations and data

collection times. Figure 4 sho*s iaily traffrc putt"-, at Pancyo vc, which are calculated

after applying DWT to tt" oJgina traffrc data. By inspecting the de-noised traftic data, it is

recognized tt ut ou".af f;;t are changing auity- *itt *t considering some irregular

patterns on March D;d 14 due to trafiic incidenis. Thus it is advantageous to search a

historical database Uy Juy of the week, date, and time for a nonparametric regression

.oJ"t, which searches similar conditions that occurred in the past'
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I I 10 tl tt 
,rtat(r*) 

tt rl !l r? ie to

Figure 4. Wavelet Transformed Traffc Speed (Pangyo VC)

4.3 Nonparametric Regression Analysis and Tiaffic Pattern Search

In general, a regression function explains a relationship between an explanatory (i.e.,

independent) variable Xand a response (i.e., dependent) variable Iz. Having observed X, the

average value of I is given by the regression function. lf n dala points (X,,Ir) , huu.

been collected, the unknown regression function m with observation errors 6, can be

formally wriffen as follows:

Y, =^(X,)+ e,, (i =1,...,n)

In a regression analysis, the unknown function zr is estimated using a reasonable

approximation by minimizing the observational errors. This function approximation
procedure is commonly called "smoothing," and there are two ways of regression function
approximation: parametric and nonparametric smoothing approaches.

The frequently used parametric smoothing approach assumes that the regression function
z has some prespecified functional form, for example, a line with unknown slope and

intercept. This approach is called parametric because the functional form is fully described

by a finite set of parameters, for example, a polynomial regression equation. On the other

hand, the nonparametric smoothing approach estimates the unknown regression function z
nonporametrically without reference to a specific form. Thus it provides a flexible tool in
analyzing unknown regression relationships, whereas a preselected parametric model might
be too restricted or too low-dimensional to fit unexpected features (Hiirdle, 1990).

Among frequently used smoothing methods such as kemel, t-nearest neighbor (&-N/f),
orthogonal series, and spline smoothing, the t-,l/N smoothing has been applied to formulate
a nonparametric regression model in this study. Basically, the k-NN smoother is a weighted
average in a varying neighborhood. This neighborhood is defined through those,f,-variables
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which are among the k-nearest neighbors of r in Euclidean distance' The t-NN smoother

z.(r) is formally defined as

where [/*,(x)]i=, isaweightsequencedefinedthroughthesetof indexes Jy:{i: x,is

one of the t nearest observations to x) . With the set of indexes of neighboring observations

the t-NN weight sequence is constructed as

(2)*r(r)= n'fw,Q)r,
i=l

(3),,G)={;'o' ifieJ,;
otherwise.

For instance, in order to obtain the ,t-NN weight sequence tf r,(')\i=, for x : 4 and k =3

when (x,, r, )l , i, 11t,s;, (7,12),(3,1), (2,0), (5,4)), the set of indexes "I' becomes h= {3 '

4, 5) because the t observations closest to, are the last three data points' Thus Ztr(4) = 0'

w"(ql = 0, w 6(4) : 5 t3, w rc(4) = 5 13, md wn(4) = 5/3 (Hiirdle, I 990)'

The following example demonstates the nonparametric formulation using the t-NN

smoother. Consider a Uivariate relationship,/(x) 
-: 

y, for which estimates of y are desired

forr,=4and16:gussfro*ninFigrueS.RdataUaseof13previouslyobservedx'ypairs
is available. Assuming aieighborho-od size of ,t: 3, neighborhoods A and B are identified'

Both A and B include the-three cases with x-values closest to xo and Ir, respectively'

Estimatesforyarethencalculatedbyaveragingthey.valuesgfthecasesinthe
neighborhood. For ro, y is estimated as 5.6, the uu-.ug" of the observed y values of 6 '5 , 4 '3 '
*iS.g. For xa,y is estimated as 8.2 (Smith and Demetsky' 1997)'
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Figure 5. t-Nearest Neighbor Example (Smith and Demetsky' 1997)

In this study, the nearest neighbor formulation is implemented with a two-step traffic

fattem s"*"t, Agorithm with'the standard deviation oi the differences between matched

'p"irr, *fri"t is olen calculated to perform the paired ,-test, as shown in Figure 6' Using a

historical database, the first ,.ur"h pro""ss attempts to locate the most similar K (a
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predetermined parameter) sets of data values to the current taffic data in order of traffic
speed, taffrc volume, and occupancy rate. A predefined search range can be given for the
first search process. For instance, in order to predict a l5-minute atread traffic condition at
7:00 AM, the first search process locates similar conditions occurred in previous days
between 6:00 to 8:00 AM from a historical database when the search range is set to t I
hour. The second search process applies the standard deviation ofthe differences to refine
the intermediate search results, which are K sets of traffrc data obtained from the first
search process. By analyzing the standard deviations of the differences, the most similar /c

(a predetermined parameter) sets are selected among r( sets of taffic data. Finally, the t-l/N
smoother is calculated using the next lS-minute traffrc data of the selected t data sets.

In this study, it is important to consider each value in each set of taffic data to identiff the
similarity between two sets of traffrc data. Thus calculating the standard deviation of the
differences is useful. This procedure is shown as follows (Burt and Barber, 1996):

di=x'i-xj (j =t,2,...n) (4)

(s)

n

Za'
n

E@.-r'r

"=1/=f,
(6)

Value, xj: Coressponding

sr: Standard Deviation of

where dr: the Difference between Members, x,l : Observed '

Value, 7 : Average Difference, n: the Number of Observations,

the differences.

For instance, consider a historical database that is constructed using 30-second interval
taffic data collected from highway loop detectors. Because a t value could be smaller than
or equal to a K value, let K be l0 and ,t be 3. The first process then searches 10 sets of
similar traffrc data sets, which observed in the past. For a l5-minute ahead forecasting,
each set of taffrc data consists of 30 data values (i.e., each data value represents a 30-
second period). By calculating the standard deviations of the differences in the second
search process, the most similar 3 sets of taffrc data are selected and their next l5-minute
data values are obtained from the historical database. Finally, the &-NN smoother (I=3) is
calculated using these next lS-minute data.

In general, there are two trade-off problems regarding the determination of reasonable K
and,tvalues. The first trade-offproblem exists between the size ofKvalue and the search
processing time. The probability of finding similar conditions becomes higher when the K
value becomes larger (i.e., when the sample size becomes larger), but the larger ( values
result longer search processing times. The second trade-offproblem exists between the size
of ,t value and the reduction of noisy data (i.e., the larger the ft value, the greater the noise).
ln the second search process as described previously, the K sets oftraffrc data are ranked
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from the most similar case to the least similar one using the standard deviation of the

differences. By excluding dissimilar cases, the t-NNsmoother is further refined. ln an ideal

situation, the Lst prediction could be performed when a traffrc condition in the past is

exactly same asi the current one (i.e., same tafftc speed, tafftc volume, and occupancy

rate). if this situation occurs, the best results can be obtained when the I value is I '

Nevertheless, it is neafly impossible to observe search an ideal situation in a highway

network, and thus the ,t value needs to be greater than l, but much smaller than the K

value. By excluding dissimilar cases, future travel times can be estimated more accurately.

4.4 Forecasting with Traflic Incidents

For traffic incidents that usually cause rapid and abrupt speed changes, a supplementary

search process is considered in addition to the previously explained search algorithm' In

this study, the following algorithm has been devised to form search ranges when trafftc

incidents are occurred.

l) Identiff sets of traffic data with taffrc incidents by searching the historical database

before initiating the proposed forecasting system. The standard deviation of the

differences between."t"n"a pairs is used to identifr the difference between two sets of

traffrc data. Traffic data sets are compared each other for same time ranges but different

days.

2) Aher excluding sets of traffrc data with traffic incidents, calculate weighted averages

and update historical Profiles.

Currclt TlDc ud Tnmc SPed

Seond Scerth Drtr
CoDstructior

SarL by Tnllic Spc.d, VoluEC,
ud Occuprncy itr Ordcr

Figure 6. A Schematic Traffrc Pattem Search Algorithm
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3) Index the time ranges that include traffrc incidents in the historical database.

The first and the second steps need to be fulfilled as a system initialization task, and thus
they do not affect the system performance. The third step is performed every time when
predictions are performed. This procedure is illustrated in Figure 6 with the traffrc pattern
search algorithm.

5. PROTOTYPE DEVELOPMENT AND EVALUATION

To evaluate the proposed forecasting model, a prototype forecasting system has been
implemented using a Windows NT-based workstation. For the development of historical
database, ARC/INFO GIS software package has been utilized. To program the proposed
nonparametric regression model, both C+r language and AML, which is a macro language
available in ARC/INFO, have been used.

In order to evaluate the accuracy of forecasting results, the root mean square enor (RMSE)
and the root mean percent error (RMPE) have been calculated. Basically, RMSE and
RMPE are used to understand the deviation between actual and forecasted values as

RMSE =

RMPE =

where ,,: Actual Data, i,: Forecasted Data, and n: the Number of Observations.

A number of predictions have been performed to evaluate the prototype forecasting system
with the parameter r( : l0 and &:3. Both parameters have been obtained empirically after
applying different parameter settings to the prototype forecasting system. A sample traffic
data set, which transmitted from a loop detector, has been decomposed using the 4-level
DWT. Figure 7 and 8 shows the difference of forecasting results between actual and
wavelet transformed data for three possible forecasting results. By a brief inspection, it is
understood that the forecasted results with actual data tend to be very chaotic. On the other
side, the forecasted results with wavelet transformed data tend to follow the general trend
relatively well.

It is more evident when root mean squiue errors (RMSE) are calculated as shown in Figure
9. It also shows a chaotic behavior of the forecasting results with actual data, and a
relatively consistent behavior of forecasting results with wavelet transformed data.
Moreover, it is also observed that the RMSE values for the forecasting results with actual
data are almost l0 times greater than the forecasting results with wavelet transformed data.
It explains that the proposed nonparametric model with wavelet transformed data performs
better than the proposed model with the original raw traffic data does.

(7)

(8)
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gure 7. Sample Forecasting Results using Actual Data

+ Actjal (uta\€let Transiom) " * - Case I .. ''- cse 2 Case 3
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Figure 9. 1S-Minute Forecasting Results: Actual vs. wavelet Transformed Data

Table 2 and 3 show average RMSE and RMPE values for actual and wavelet transformed

data of 8 locations after trirecasting traffrc speeds 30 times for each location. These tables

also show that the proposed modei with wavelet transformed data predicts better than the

model with raw data does. Using wavelet transformed data, predicted results are slightly

different between locations, but three cases show nearly similar results for each location'

Nonetheless, these tables show relatively reasonable predicted results despite of using

relatively small amounts of tafftc data (for one week)'

gure 8. Sample Forecasting Results using wavelet Transformed Data
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Table 3. RMPE: Actual vs. Wavelet Transformed Data
Actual rvelet Transformed

)n 'l ction 2 Prediction 3 Prediction 1 Prediction 2 Prediction 3
PanGyo l/C 0.094 0.088 0.085 0.022 0.022 0.022
SinGalJ/C 0.064 0.064 0.064 4',l 0. 0.042
SuWon l/C 0.'t06 0.087 0.087 0.012 0.008 0.013
KDV05211 0.102 0.095 0.113 0.035 0.025 0.023
KOV07211 0.110 0.113 0.115 0.06: .060 0.062

MokChun l/C 0.103 0.109 0.109 0.033 0.021 0.033
NamY J/C 0.172 0.164 0.178 0.015 0.(

ChunqWon l/C 0.221 0.173 .219 0.069 0.070 0.070

ln addition, a heuristic approach has been adopted to estimate travel times, based on the
forecasted future traffrc conditions as shown in Figure 10. Average speeds of Fi-r, Iri, utrrd ]rirr
are calculated for detectors Drr, Dr, and Di*r. For a l5-minute prediction, the average speed
up to M;1 point (g1) is the average speed at the detector D;1, and the average speed between
Mpr and Mp, (p,) is the average speed at the detector Di. Therefore, S;-1 becomes the travel
time between Drr and Di. However, for the travel time between Dr illd Di*r, it is not a 15-
minite prediction, but should be a 15+56 prediction to consider the traveling time between
Di-r and Di.

, Sr.r , Scr

Distance

Figure 10. Travel Time Estimation. Adapted from Sisiopiku et al. (1994)

Table2. RMSE: Actual vs. Wavelet Transformed Data
Actual Wavelet Transformed

)n Prediction 2 Prediction 3 Prediction 1 Prediction 2 Prediction 3
PanGyo l/C 191 8.702 8.'t51 2.082 2.082 2.OEz
SinGalJ/C 6.804 6.804 6.804 4.450 4.502 4.502
SuWon l/C 10.773 9.018 9.018 1.291 0.816 1.366
KDV052't'l 10.942 10.515 12.220 3.773 2.677 2.436
KDV07211 11.939 11.606 11.473 6.611 6.411 6.6'tl

MokChun l/C 9.861 9.978 9.978 3.044 1.983 3.044
NamV J/C 16.95s 16.933 17.531 1.472 2.893 2.733

ChunqWon l/C 16.519 12.462 15.662 5.820 5.896 5.896
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6. CONCLUSION

In order to perform reliable travel time predictions, a hybrid forecasting model has been

propor"a and tested using traffrc data transmitted from loop detectors' A nonparametric

I"g"*i"" model with iavelet transform techniques has been developed to reduce

"iilpuOrio" 
time and to increase forecasting accgracy. GIS-T technologies have been

utilized for storing, retrieving, and displaying analyzed trafftc patterns to assist in the

forecasting procedures. e pilii historical aut"U^. has been developed using raw traffic

data comiig tom loop detectors installed and managed by Korea Highway Corporation'

In the implementation and evaluation of the prototype forecasting system, this study shows

,f,ut tfr"'developed hybrid model could bJ utilized as a core function in various ITS

ufpf"ution, .u"'h * ATMS and ATIS. Nonetheless, the following tasks need to be fulfilled

in the funre for more accurate predictions:

. Devising a way of defining the reasonable size of K and & values'

. Improviig theteveloped lorecasting model using other data sources such as probe

vehicle data,

. Developing a real time data simulator that uses a part of historical database as real

time data for further evaluation of the prototype forecasting system, using both

GIS-T and server-client network technologies' and

.Validatingtrrep,ototypeforecastingsystemempiricallybycomparingactual
driving times with forecasted travel times'
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